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The determination of a quadratic functional in explicit form for a system of equations with 
delay with respect to a given derivative of this functional is examined. The role of the 
functionals under examinationis analogous to the role of Liapnnov’s quadratic forms for 

systems of ordinary differential equations. They csn be applied in the calculation of quad- 
ratic criteria of behavior for transient processes in systems with delay. 

1. System of equations for the functional. We will examine a system of differential 

equations with one constant delay of the form 

dx / dt = Ax (t) + Bx (t - T) (1.1) 

Here x (t) is an n -dimensional vector function of time, and A and B are real constant 

matrices. In the space of continuous vector functions x (tl) (-z < g<O) we define a con- 

tinuous functional V in the following way: 

v lx WI = (a3: (O), r (0)) + f (B (W x w, I K’)) de + c -7 (1.2) 

f- j (Y (0) 1: m x w de + 5 f (6 (0, 0) 1: (a X (0)) dudI3 

-7 --: e 

Here u is a constant symmetrical matrix, p (e), y (O), 6 (0, a) are continuously differen- 

tiable matrix functions where y (8) is assumed to be symmetrical, and (x, y ) denotes the 

scalar product of the vectors x and y. 

We define the derivative of functional (1.2), by virtue of system (1.1). as 

dV [xf (@)I ____ 
dt 1=+0’ 

“t 6-u = x 0 + 0) 

Substituting zt (8) into (1.2), after differentiation of the relationship obtained with 

respect to t, using equations (1.1) and substituting t’= 0 (x,, (0) simply denoted x (8), we 

obtain 

669 



670 Iu. U. Repin 

‘5, 0)) x to), .r (- 4) de - 
I’ dy (U) s (- =- J-(@,x:@ de- ! - 

If now the functional I’ [x ,6j] is assumed to be unknown and the derivative func- 

tional W [ x (19 )] to be given in the form 

W ix @)I = (ns (Oh x (0)) i- (br 6 T), z (0)) + (CZ (- a), X (- d) -t 

i- \ (d (8) z to), I (0)) de + f (e w 2 w, x (- 7)) de + 
--+ --T 

+ f (f (0) x (e), x (0)) de f j j (g (0, 0) x (o), 

(1.3) 

X (6)) dU de 
-T 0 

then a system oflqnations isobtained for the determination of V [x (0~1 

aA t A*a $ I/, Ij3 (0) -t B* (0)l + y (0) = a, 2aB - B (- r) = b, -y(-z)=c 
dS A*B (e) - de + 6 (e, 0) = d (e), B*p (e) - 6 (- T, 0) = e (e) (1.4) 

dT 
= f e3, ( 

as 86 
---a - x-t, ) =g(e,u) 

Here the matrices a, c, f (6) are assumed to be symmetrical. 

We note that if f (0) E 0 and c = 0, then y (3) E 0, and system (1.4) assumes the 

following form: 

aA + A*a + Vz LB (0) + B* (0)l = a, 2aB - f3 (- T) == b 

dB A+B (e)- Tc + 6 (e, 0) = d (e), asp (e) - 6 (- 7, e) = e (e) 

- ($+$)= g(0) 

(1.5) 

In the general case y (8) is determined by means of simple integration and system 

(1.4) is transformed into form (1.5) with the right-hand sideof the first equation modified in 

the obviousmanner. 

Now let us examine a possible method of eolving system (1.5) assuming that 
d (0) = e (0) = g (Et, a) = 0. In this case the last equation of system (1.5) gives 6 (8, u) =: 

CP (0 - c), where cp ( -) is a function of one variable. From the fourth equation of system 

(1.5) we nowobtain cp (- T - 0) = B*Il (O), which is equivalent to the equality cp (3) = 

B*fl(- 7 - f3). Utilizing this equality we obtain from the third equation of the system 
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4 (0) 
- = A*B (0) + B’fl (-- T - e) d0 (1.6) 

If a new unknown function PI (8) = p (- z - 8), is introduced, then it is not 

difficult to become convinced that equation (1.6) is equivalent to the linear system of equa- 

tions 
dS (8) 
- = A*8 (e) + B*pl (e), d0 

44 (e) 
- = - B*p (e) dI3 - m1(0) 

(1.7) 

with the condition 

8 (- ‘/ar) = 81 (- l/*r) (1.8) 

Thus equation (1.6) determines 6 (8) with an accuracy to n’ arbitrary constants. The 

dependence of /!I (8) on these constants is linear. For the complete solution of system 

(1.5) it is now necessary to determine these nx constants and l/an (n + 1) constant elements 

of the matrix U. The first two equations of system (1.5) do give nx + r/en (n + 1) linear 

algebraic equations with na + llzn (n + 1) unknowns indicated above. Leaving open the 

question of nonequality to zero of the determinant for this system of equations, we will 

examine in the next section the solution of system (1.5) for the case n = 1 (and some given 

right-hand parts). 

2. Example of quadratic Cusctlooal for one equation wltb delay. Let us assume that in 

(1.1) we have n = 1, so that A and B are real numbers; W [x (8)] = _$(o). 

System (1.5) then transforms into the system 

2uA + fi (0) = - 1, 2aB - p (- z) = 0 

4 
4 (W - yjg + 6 @, 0) = 0, BP (0) - 6 (-T , 0) = 0, g+$=o 

(2.1) 

Just as in Section 1 we obtain 6 (8, a) = cp (8 - u), where cp (8) = B8 (_ r _ 8). 

Substituting 6 (8, 0) = @ (- r - 8) into the third equation of system (2.1) we obtain an 

equation for the function fl (8) 

dB 
x = -48 (8) + BP (- ‘F - 8) (2.2) 

Differentiating it with respect to 8 we obtain 

da8 t d02 + k2fi (e)= 0 (ka = Ba - As) 

We assume that B2 > As, then f3 (8) = C, cos k8 + Ca sin ke. Substituting this expres- 

sion into equation (2.2) we obtain two homogeneous linearly dependent equations connecting 

C, and C, 

C, (k - B sin kr) + Cz (A - B cos kr) = 0 

C, (A + B cos kr) -&(k+Bsinkt)=O 

Utilizing the first two equations from (2.1) we obtain 

2%4+c,= - 1, 2aB - C, cos kT + C, sin kz = 0 

From (2.3) and (2.4) we determine 

k sin kt + A cos kt - B B sin kz - k 

a = 2k (k cos kz - A sin kz) = 2k (A + B cos kr) 

(2.3) 

(2.4) 

Cl = 
B (A - B cos kt) 

c, = 
B (B sin kr - k) 

k (k cos kz - A sin kt) ’ k (k cos kz - A sin kz) 
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Thna u and @ (8) are already determined (if k COB k r - A sin k r 4 0); after elsmen- 

tuy trumformetione we alao obtain 

W @)=+n COB A+3 + skkE) 

We note that the eqaationaobtained remain valid even for B a < A *, when k is a porely 

imaghtary number. The fnnctional which wan fonndmay be utilized for calculating the 

integral quadratic criterion of behavior. 

In fact, dv [z (t + f3) I / dt = - 2’ (t) and (if conditions for asymptotic stebility are 

sathfied for the examined fnnction with delay) we have for the integral quadratic criterion 

co m 

J= 
5 

Cc* (t) Cft = 
5 

- (- T,<eGo) (2.5) 

0 0 

Here x (8) io theinitial fnnction of the trajectory under examination. 

Selecting aa the initial fnnction 

x,(g)= I+;, 1 

(--<Cl<-E) 

8 (-efe<o) 

and pawing to thelimit E +O in the equality, we obtain a value for the criterion of behavior 

for the solution x (t), which is determined by initial conditions x (8) = 0 for 6 < 0, x (O)= 1 

J= 
5 

B sin kT - k 

x2 (t) & = a = 2k (A + B cos kz) 
0 

(2.6) 

Finally we note that utiliring the methodsof the operational calculus and the equality 

of Paraeval for Fourier integrala in the calculation of I, we obtain the equation 
00 loo do 

J = s xa (r) dt = y 5 (A + B cos 02)~ + (o + B sin 07)s (2.7) 

0 0 

Compntation of theintegral in (2.7) turna out to be difficult; equation (2.6) gives the 

value of this integral in terms of elementary functions of parameters. 

Translated by B.D. 


